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Abstract  
 

The present invention relates to an alarm method for recognizing gestures based on a camera, comprising: setting a gesture 

data set; establishing a frame by the camera to recognize the trend of human activities; recognizing human gestures by 

using a convolutional neural network; comparing a captured binary gesture image with a security gesture, and setting a 

counter parameter with a value of 1; if the gesture image is successfully compared with the security gesture, setting the 

value of the parameter to plus 1; if comparison between the gesture image and the security gesture fails, setting the value 

of the parameter to 0; and when the value of the parameter is greater than three, establishing a signal for the camera and 

the receiving device. The camera of the present invention uses the convolutional neural network to recognize human 

gesture, processes the human gesture and compares a gesture image with a security gesture. After the conditions are met, 

the position is sent to a receiving device of the police officer on duty to call the police in time, thereby reducing the 

frequency of crime. In the whole process, the camera is used for the capturing, and a person injured can effectively prevent 

more serious persecution without shouting. 
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INTRODUCTION 
The present invention relates to the field of 

computer vision and human-computer interaction, in 

particular to an alarm method for recognizing gestures 

based on a camera. 

 

With the continuous growth of the urban 

population, the social relations of people have been 

relatively complex, and the difficulty of controlling the 

lives of residents has been increased. However, the 

security system for smart city still needs to be 

continuously enhanced and improved. At present, in 

some alleys in the city, the patrol of police officers or 

security personnel is also limited, but there are a certain 

number of security tools such as cameras. 

 

However, for persons who have been 

persecuted, the camera can only play a role in capturing 

criminal records. If the persecuted persons shout loudly, 

it will inevitably lead to more serious persecution. 

Therefore, the society urgently needs to capture other 

effective information of the victim while retaining the 

original function of the camera to call to the police to 

further reduce the frequency of crimes in the alleys. 

 

The present invention mainly invents an alarm 

method for recognizing gestures based on a camera with 

respect to the above problems. The camera uses a 

convolutional neural network to recognize human 

gesture, and obtains a gray image after background 

removal and binarization. The recognized binary gesture 

image is repeatedly compared with a security gesture, 

and after the comparison conditions are met, the 

information of the position can be sent to the police 

officer on duty or a receiving device of a police station 

to capture the gesture information of a person injured to 

call the police in time. 

 

https://saudijournals.com/sjeat


 
 

Jun Zhu et al; Saudi J Eng Technol, Mar, 2024; 9(3): 132-134 

© 2024 | Published by Scholars Middle East Publishers, Dubai, United Arab Emirates                                            133 

 

 
 

An alarm method for recognizing gestures 

based on a camera, which adopts a camera with a built-

in high-definition camera module or an infrared 

template, and a receiving device for receiving signals, 

and comprises the following steps: 

 

Firstly, it will setting a gesture data set; 

Furthermore establishing a frame by the camera to 

recognize the trend of human activities and recognizing 

human gestures by using a convolutional neural network. 

It is comparing a captured binary gesture image with a 

security gesture, and setting a counter parameter counter 

Gesture with a value of 1. If the gesture image is 

successfully compared with the security gesture, setting 

the value of counter Gesture to plus 1. If comparison 

between the gesture image and the security gesture fails, 

setting the value of counter Gesture to 0. When the 

calculated value of counter Gesture is greater than three, 

establishing a signal for the camera and the receiving 

device. If the camera and receiver complete 

communication, the camera will send the coordinate 

position that meets the conditions of the gesture alarm to 

the receiver. 

 

The alarm method based on camera recognition 

gesture mainly has the following great points, the setting 

of gesture data set, the camera establishing a frame to 

identify human activity trends, the use of convolutional 

neural network to identify human gestures, the camera 

and the receiving device establishes communication. 

 

Setting the gesture data set specifically comprises: 

First of all photographing below the high-

definition camera to obtain security gesture images. Then 

converting each image to a YCbCr color space, removing 

a background through a GMM algorithm and resizing the 

images to 28×28 pixels of gray or binary images. For 

each gesture type, 600 and 200 images were taken from 

the subjects and the CNNs were trained and tested, 

respectively. Obtaining the binary images that are similar 

in gesture types, and obtaining image details with the 

gray images and finger positions. 

 

 
 

Recognizing human gestures by using the 

convolutional neural network specifically as follows. 

 

First of all it is building gesture models by using 

fingertip and hand contours as extraction features. Then 

it will using the YCbCr color space less sensitive to 

illumination conditions than the RGB color space, and 

determining the pixel value (B) of the binary image by a 

YCbCr threshold, expressed as: 
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Classifying some pixels on a ring and a little 

finger as non-skin pixels, solving the problem by a 

Gaussian mixture model (GMM), and representing a 

GMM by K Gaussian components as: 

, 

Where in P(k) is a prior probability (π) and 

P(x|k) is the conditional probability expressed as 

Gaussian distribution with mean (μ) and covariance (Σ); 

 

Calibrating the image of the hand according to 

the position and the direction, deriving the binary image 

and calculating the center (¯x,y¯) of the hand as follows: 

 
Where in x and y are coordinates of the skin 

pixel with the pixel value f(x,y) set to 1, and vice versa. 

 

CONCLUSION 
With this alarm technology based on camera 

recognition gestures, it can greatly improve the 

recognition ability of intelligent inspection drones, 

realize timely alarms, and reduce the frequency of 

crimes. And the whole process is captured by a camera, 

so the victim does not need to shout loudly, which can 

effectively prevent more serious persecution and 

maintain social order. 
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